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E
verybody hates multiple-choice questions. 

They are viewed as an academic version 

of Trivial Pursuit, with little relevance 

to actual performance. In my field, 

medical education, there is a strong preference for 

performance-based assessment, based on actual work 

situations or elaborate “high-fidelity” simulations. 

But even in written testing situations, short-answer 

and essay tests are uniformly viewed as more valid 

and more valuable than multiple-choice questions. 

I suspect that it isn’t all that different in law. In a 

recent issue of The Bar Examiner,1 Susan Case said, 

“Some people believe that essay and performance 

tests assess the most important aspects of readiness 

to practice law.” The presence of essay tests on vir-

tually every U.S. bar exam implies that more than a 

few people feel that such tests have an essential role 

in assessing competence in law.

Essays do not marshal the same support in 

medicine, probably because doctors rarely have to 

make carefully reasoned written arguments (except, 

perhaps, when they find themselves involved in 

policymaking or lawsuits). But performance, in the 

ward, clinic, or operating room, is an essential com-

ponent of professional medical practice. And in the 

medical field we have good methods of assessing 

performance, primarily an assessment tool called 

the Standardized Patient Examination or “SP exam,” 

in which the candidate goes from room to room 

in a simulated clinical setting, listening to a heart, 

examining a knee, taking a history of a “patient” 

who presents with a cough, or counseling another 

patient about smoking cessation. The SP exam is 

now so ubiquitous that it is an essential compo-

nent of the medical licensing examination in both 

Canada and the U.S., and about 15,000 applicants 

per year go through the exercise. The fact that 

licensing bodies in both countries are prepared to 

invest the resources to mount such an examina-

tion might be viewed as prima facie evidence that 

multiple-choice examinations are insufficient for 

assessment in this field.

However, if we move the issue from one of belief 

to one of evidence, and ask ourselves the question 

“What is the evidence that performance-based tests 

are more valid measures of clinical competence and 

better predictors of eventual outcomes such as mal-

practice?” then some quite counterintuitive results 

emerge. It is not a large body of literature—not very 

many people are prepared to hang around for a 

decade or two to see what happens to their gradu-

ates. But an interesting trend has emerged over the 

past 20 years. 

In 1989, Paul Ramsey2 looked at the relationship 

between scores on the American Board of Internal 

Medicine examination and performance in practice. 

The test is a full-day multiple-choice exam taken by 

physicians who wish to be certified in the specialty 

of internal medicine. Ramsey identified a sample of 

259 internists who had been in practice an average of 
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7 to 10 years and had them evaluated by their peers 

using a standard peer-review rating form. Ramsey 

then correlated these evaluations with the internists’ 

scores on the multiple-choice test taken 7 to 10 years 

earlier. The correlation was about 0.59, which is 

astonishingly high. (The correlation between LSAT 

scores and first-year grades in law school is 0.38; 

the correlation between undergraduate GPA and 

first-year law school grades 

is 0.24.)3 

A more recent study pro-

duced even more dramatic 

results, because it looked at 

death due to heart attack.  

John Norcini4 linked the 

records of 10,619 patients  

who had suffered heart 

attacks in the state of Penn-

sylvania to the records of the 

2,078 physicians who cared 

for them in the coronary care 

units. Physicians who had 

passed their specialty board exams—multiple-choice 

tests in either internal medicine or cardiology—had, 

on average, a 19 percent lower mortality rate with 

these patients than did practicing physicians who 

had failed the specialty board exams. 

Of course, there was a possibility that if Norcini 

had used results from a performance-based exami-

nation taken at the time of the board exams, the 

correlation would have been even higher. This com-

parison was made in another study. Paul Ram5 took 

results from a 250-question multiple-choice test and 

from an eight-patient SP exam, and compared these 

results with videotaped patient consultations in real 

practice. The correlations were no higher for the SP 

exam than for the multiple-choice test—the correla-
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tion with the multiple-choice test was 0.32–0.41 and 

the correlation with the SP exam was 0.23–0.41.

More recently, Robyn Tamblyn6 looked at the 

relationship between performance on the Canadian 

medical licensing examination and complaints to 

the licensing body (some of which would end up as 

malpractice suits). The licensing exam is a two-part 

examination with multiple-

choice and short-answer sec-

tions and, a year later, a 

performance-based SP exam 

in which candidates interact 

with simulated patients. Test 

score results were related to 

complaints to the provincial 

regulatory bodies in Ontario 

and Quebec. A total of 3,424 

physicians were involved in 

the study; there were 696 

complaints, most of which 

were for poor communica-

tion or poor quality of care. 

The best predictor of complaints was the short-

answer component of the written exam. The SP 

performance exam’s measure of communication 

skills was nearly as good. However, the multiple- 

choice component of the written exam was a close 

third. In short, the written test was as good as 

the performance test in predicting subsequent 

malpractice-related complaints.

Why is it that multiple-choice tests appear to 

consistently outperform performance tests in terms 

of measured validity? One reason is technical, as 

described in detail in Case’s article. Multiple-choice 

tests can test far more knowledge per unit of time 

than any other testing method. And the more obser-

vations you can make, the more confidence you 

Why is it that multiple-choice tests 
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can have in the average score. Just as Consumer 

Reports’ car ratings are useful because they rep-

resent the accumulated experience of hundreds or 

thousands of owners of a particular vehicle instead 

of the testimonial of your neighbor who ended up 

with a lemon, performance on a multiple-choice test 

of several hundred items provides more informa-

tion on each candidate than 

can be gleaned from a few 

essay questions. It’s the same 

principle used on the many 

election polls that flood the 

airways daily in an election 

year. Pollsters know that by 

sampling several thousand 

individuals, they can be 

reasonably confident that 

their reported percentages 

are quite accurate—that’s 

what “This poll is accurate to 

+/– 2 percent 95 percent of the 

time” means.

Nevertheless, if multiple- 

choice questions were measuring something that 

was unrelated to competence, it would be irrelevant 

how many questions were in the test. So there must 

be something of value associated with all those 

little black marks on the answer sheet. In short, is 

expertise primarily a matter of how much you know 

about a domain? Surprisingly, the answer, based on 

three decades of research, appears to be “Yes.” Back 

in the 1960s the prevailing view was that expert doc-

tors possessed “clinical problem-solving skills” that 

students lacked, and that medical school was really 

all about acquiring these skills. Studies were initi-

ated at McMaster University7 and Michigan State 

University8 to explore exactly this premise. Expert 

physicians and students were videotaped as they 

interviewed and examined standardized patients, 

and then the videos were reviewed in what was 

called “stimulated recall,” in which the subjects 

were encouraged to reflect on their thinking at each 

stage as they watched the video. All this was coded 

in infinite detail and analyzed, in the hope of eluci-

dating the clinical problem-solving process.

But when the dust set- 

tled, an entirely different pic- 

ture emerged. All the analy- 

sis showed that in terms of 

process, first-year students 

looked just like practicing 

physicians. Everyone was 

generating hunches (hy-

potheses) within a minute or 

two of seeing the patients. 

The difference was simply 

that doctors generated better 

hypotheses. And that abil-

ity led back to knowledge. 

Studies of expertise in many 

other domains—chess, com-

puter programming, physics—show substantially 

the same thing. Experts become experts by amassing 

a huge body of both formal and experiential knowl-

edge. That’s what law school and medical school 

are all about. And it’s the acquired specialized 

knowledge that distinguishes lawyers from physi-

cians or social workers, not interpersonal or general 

problem-solving skills. 

Of course, that’s not the whole story. A law 

student who aspires to become a litigator but gets 

stage fright every time he stands to speak in pub-

lic, one who lacks the interpersonal skills to inter-

act effectively with clients and colleagues, or one 

whose written language skills are so poor that she  

Studies of expertise in many other 
domains—chess, computer program-
ming, physics—show substantially the 
same thing. Experts become experts by 
amassing a huge body of both formal 
and experiential knowledge. That’s 
what law school and medical school 
are all about. And it’s the acquired 
specialized knowledge that distin-
guishes lawyers from physicians or 
social workers, not interpersonal or 
general problem-solving skills.
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cannot communicate effectively in writing with the 

precision required of legal documents will be un- 

likely to achieve any success in the legal profession. 

This being the case, it appears a straightforward 

implication that the bar exam should, almost axiom-

atically, contain both written and oral components. 

Maybe, but then again, maybe not. Oral exami-

nations have as long a history in medicine as they 

do in law; in fact, one mainstay in medical licensure 

even has the Latin name viva voce, and consists of a 

panel of three or four physicians who will interro-

gate the examinee for up to three hours. The exami-

nation has almost disappeared in the past couple of 

decades, as a consequence of evidence showing that, 

while judges in one session may agree that the can-

didate’s performance was good or bad, there will be 

little relation between this judgment and the ratings 

assigned in the next session.9 Again, it’s an issue of 

sampling. The sample of knowledge assessed by any 

one panel is both small and biased, in that examin-

ers tend to ask their pet questions, and so bears little 

relation to the sample assessed by the next panel of 

examiners.

As for the essay, things are even more compli- 

cated. Not only is there a sampling problem—you just 

can’t sample enough knowledge in an hour or two 

of an essay—but study after study has shown that it 

is almost impossible to get judges to agree on scores 

for essay answers. Norcini10 tried unsuccessfully to 

get inter-rater agreement in the American Board of 

Internal Medicine examination, but even after seven 

hours of training, agreement was only marginal. The 

Medical College Admissions Test, the equivalent of 

the LSAT for medical school applicants, has a writ-

ing sample component, administered at enormous 

expense, which consistently shows no correlation 

with subsequent performance in medical school and 

is therefore ignored by many schools. At my univer-

sity for many years we had a writing competency 

test to be taken by all undergraduates. Surprisingly, 

it was multiple-choice. But it was multiple-choice for 

a reason—a review of the literature showed clearly 

that writing competency could be better assessed 

by a well-designed multiple-choice test than by an 

essay exam. 

Why are essay questions such weak assessment 

tools? Undoubtedly it is in part because of the inher-

ent limits on sampling. But it also appears well-nigh 

impossible to even get score agreement between rat-

ers. This is pure speculation, but I think the process 

of grading essays is just too complex. One rater may 

be angered by illegible writing, another by deficient 

grammar or spelling, another by poor sentence struc-

ture, and a fourth by poor arguments and inadequate  

knowledge.

Which leaves us back where we began. It may be 

worth assessing legal skills more broadly than sim-

ply focusing on knowledge with a multiple-choice 

test. But the other test components, whatever they 

may be, should be additions to, not replacements 

for, the multiple-choice component and should be 

introduced with due attention to issues of reliability 

and validity.

Nobel laureate Herb Simon said, “The essence of 

intelligence is less a matter of general problem solv-

ing and more a matter of knowing a lot about the 

world.” The same could be said for legal and medi-

cal competence. And that’s what should be tested in 

the licensing examination. 
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